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The Executive's Guide to Bounded Rationality (in the Age of Al)

Why even brilliant teams make predictable mistakes—and how to design around human limits

When brilliant executives make mistakes, they stumble in predictable ways: racing against
deadlines, juggling too many variables, navigating organizational politics. Under these pressures,
even the sharpest minds "satisfice"—they stop searching once they find an option that seems good
enough.? Herbert Simon won a Nobel Prize for naming this phenomenon bounded rationality: the
uncomfortable truth that our preferences form on the fly, our search for options remains
incomplete, and our reasoning bends under the weight of time and cognitive limits.

Today's research sharpens the diagnhosis. Daniel Kahneman and his colleagues revealed that our
judgments go astray through two distinct channels: bias (systematic errors that push usin
predictable directions) and noise (the surprising inconsistency when different experts evaluate the
same situation).® The fix is thoughtful design. By building what Simon called procedural
rationality—a transparent, systematic way of framing decisions, expanding options, anchoring
forecasts in base rates, and stress-testing assumptions—we can predict decision quality from
process quality.*%° And while generative Al offers powerful scaffolding for this work, the
fundamentally human tasks of setting values, calibrating trade-offs, and owning commitments
remain squarely in the boardroom.

Understanding Bounded Rationality: What It Is and Why It Persists
What Simon Really Meant

In 1955, Herbert Simon offered a radical reframe of strategic thinking. In real environments—your
environment—exhaustive optimization isn't just difficult; it's impossible. Leaders therefore
satisfice: they search until they find an option that meets their aspiration level, then stop."? This
behavior isn't laziness or sloppiness. It's an adaptive response to genuine constraints—the ticking
clock, the limits of attention, the fog of incomplete data, the friction of coordination costs.

Simon distinguished between two types of rationality that every executive should understand.
Substantive rationality is the economist's dream: perfect optimization with complete information.
Procedural rationality is the practitioner's reality: using a sound method to make good-enough
decisions within unavoidable limits.">'° The latter, not the former, is what excellence looks like in
the C-suite.
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Where Our Judgments Go Wrong: A Modern Lens

Three decades of behavioral research have mapped the specific ways bounded rationality
manifests in executive decision-making:

Bias pulls us systematically off-target. We're overconfident about our forecasts, we feel
losses twice as acutely as equivalent gains, we anchor on first numbers, and we
consistently underestimate time and cost (the planning fallacy). Kahneman and Tversky's
Prospect Theory explains the architecture: we evaluate outcomes not in absolute terms but
relative to reference points, driving us to gamble recklessly when facing losses while playing
it too safe with gains.®

Noise creates hidden inconsistency. Here's a troubling finding: when senior professionals
independently evaluate identical cases, their judgments vary wildly. The same loan officer
approves different applications on Monday versus Friday. Equally experienced consultants
propose budgets that differ by 50% for identical projects. This isn't bias—it's noise, and it's
everywhere we haven't built consistency mechanisms.®

The inside view dominates. We're naturally drawn to our unique story—why this
acquisition is special, why our product launch will beat the odds. Meanwhile, we
systematically ignore base rates—what actually happened to the last ten companies that
tried something similar. This inside-view myopia might be bounded rationality's most
expensive symptom.’

Cognitive load overwhelms working memory. Strategic decisions require holding complex
causal chains in mind while weighing uncertainties and trade-offs. Without external
scaffolding, our limited working memory forces us to overweight vivid details while losing
track of slow-moving structural factors.’ Research shows we can only hold about seven
items in working memory at once, creating a fundamental constraint on complex decision-
making.

Organizational dynamics compound individual limits. Ambiguous decision rights create
analysis paralysis. Status dynamics silence dissent. Misaligned incentives distort which
options get serious consideration. These organizational frictions interact with cognitive
constraints in ways that amplify both.%™

Why This Matters Now More Than Ever

Here's the crucial insight for executive teams: bounded rationality isn't a flaw to be fixed through
training or willpower. It's the permanent operating condition of strategic work. The organizations
that win don't have smarter people—they have better processes. They engineer their decision
environment to systematically counter bias and noise while bringing the outside view into the room.
This is exactly what procedural rationality operationalizes.

Think of it this way: you wouldn't run your manufacturing without quality controls, assuming that
skilled workers will simply avoid mistakes. Why run strategic decisions—far more complex and
consequential—without equivalent safeguards?
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Procedural Rationality: Your Lever for Better Decisions
The Promise and the Evidence

Procedural rationality measures the degree to which your decision process is clear, information-
rich, and systematic—given the constraints you face. It's not about achieving perfection; it's about
being systematically thoughtful within your limits.

The evidence is compelling. In a landmark study of 52 strategic decisions across 24 companies,
Dean and Sharfman found that procedurally rational processes strongly predicted decision
effectiveness, even after controlling for politics and environmental factors.® Eisenhardt's research
in Silicon Valley revealed something counterintuitive: the fastest decision-makers actually gathered
more information and considered more alternatives than their slower peers—they just did it
differently, using real-time data and parallel processing rather than sequential analysis.®

What Good Looks Like: From Theory to Monday Morning
Here's how procedural rationality translates into practice:

Start with explicit frames and objectives.

Why it works. What good looks like.
Preferences are constructed, not discovered. Name the decision question, success criteria,
Without explicit framing, scope creep and time horizon, constraints, and decision owner

framing effects dominate. Research shows that  pefore any analysis begins. Write it down.
simply stating elements upfront reduces bias

oy . . Circulate it. Get alignment. Use a simple
and improves focus.

template: "We're deciding X, success looks like
Y, by date Z, and person A owns the decision."

Force genuine alternatives.

Why it works. What good looks like.

Satisficing becomes dangerous when the first Require 3-5 materially different paths, not
"acceptable” option wins by default. Nutt's variations on a theme. Always include: (1)
research found that considering multiple status quo/do nothing, (2) at least one "probe-

alternatives was the strongest predictor of
success—yet organizations naturally gravitate
toward single-option decisions."**

and-learn" staged option, and (3) one
ambitious stretch. Ban single-option
"approval" papers. If someone says "there's
only one real option," that's your signal to dig
deeper.
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Anchor forecasts in the outside view.

Why it works.

Inside-view myopia is universal. We focus on
our unique story while ignoring what happened
to others. Reference class forecasting
(outside-view baselines) materially reduces
optimism bias and improves forecast
realism.>’

What good looks like.

Start every forecast with base rates from 5-10
comparable cases. What actually happened to
similar companies making similar moves? Only
after establishing this baseline should you
adjust for your specifics. Document both the
reference class and your reasoning for any
adjustments.

Think in ranges, not points.

Why it works.

Point estimates create false precision and hide
uncertainty. Research on probability encoding
shows ranges dramatically improve calibration
and reveal which uncertainties actually
matter.*®

What good looks like.

For critical uncertainties, demand
10th/50th/90th percentile estimates. Then
run a sensitivity analysis (tornado chart) to
identify the 2-3 variables that actually flip the
decision. Focus your scarce attention there.
Everything else is noise.

Install pre-commitment checks.

Why it works.

Groups amplify individual biases through
cascades and groupthink. Independent
evaluation before discussion reduces both
noise and systematic error. Structured checks
catch errors before they compound.®*

What good looks like.

Before the decision meeting: (1) Run a 5-
minute bias audit—anchoring? confirmation?
sunk costs? (2) Have each member
independently score options using the same
criteria. (3) Compare ratings to surface noise
and disagreement. Address divergence before
deciding.
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Design staged commitments.

Why it works.

Real options theory shows the value of
preserving flexibility under uncertainty.
Premortems have been shown to increase
identification of failure modes by about 30%;
pairing them with pre-agreed exit criteria helps
curb escalation of commitment.®

What good looks like.

Structure big bets as sequences of smaller
decisions. Start with pilots, experiments, or
limited launches. Run premortems—imagine
failure, identify early warning signals, install
specific triggers for scaling up or shutting
down. Document these triggers before you
start.

Clarify decision rights and accountability.

Why it works.

Role ambiguity creates analysis paralysis and
political maneuvering. Clear accountability
accelerates execution and reduces re-
litigation. Military doctrine shows that clarity of
command improves both speed and
effectiveness.

What good looks like.

Use RAPID or similar framework: Recommend,
Agree, Perform, Input, Decide. Document who
owns what. Set review dates. Publish the
decision rationale. This prevents both re-
litigation and commitment drift.
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The Al Revolution: Scaffold, Not Substitute

Generative Al is transforming how we implement procedural rationality. Think of Al as cognitive
scaffolding—it excels at tasks that support good decision-making but cannot replace the
essentially human elements of judgment.

Where Al genuinely helps:
e Generating comprehensive reference classes and finding base rates
e Proposing creative alternatives, especially "expand-the-pie" options
¢ Organizing evidence into structured comparisons
e Drafting premortems and identifying blind spots
¢ Simulating stakeholder reactions and unintended consequences
What remains irreducibly human:
e Setting risk appetite and ethical boundaries
e Calibrating probabilities based on contextual knowledge
e Weighing values and making trade-offs
e Building commitment and managing change
o Taking responsibility for outcomes

The organizations getting this right treat Al as a powerful member of the decision-support team, not
as the decision-maker. They use Al to expand what they consider and accelerate their analysis,
while keeping human judgment firmly in command of what matters and what to do about it.>*

The Bottom Line

Bounded rationality isn't a bug in human cognition—it's a feature that allowed our species to thrive
in complex, uncertain environments. The mistake isn't having limits; it's ignoring them. The
organizations that flourish in the next decade won't be those that somehow transcend human
constraints, but those that thoughtfully design around them.

The tools are here. The research is clear. The only question is whether you'll continue to trust
intuition alone in an environment that consistently proves intuition insufficient—or whether you'll
build the procedural infrastructure that turns bounded rationality from liability into competitive
advantage. In our experience, once leadership teams experience the clarity and confidence that
comes from systematic process, they never go back to the old way.

The choice, appropriately enough, is yours to make. We simply recommend you make it rationally—
procedurally rationally, that is.
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